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Abstract We present an approach to detect lung cancer from CT scans using deep
residual learning. We delineate a pipeline of preprocessing techniques to highlight
lung regions vulnerable to cancer and extract features usingUNet andResNetmodels.
The feature set is fed into multiple classifiers, viz. XGBoost and Random Forest, and
the individual predictions are ensembled to predict the likelihood of a CT scan being
cancerous. The accuracy achieved is 84% on LIDC-IRDI outperforming previous
attempts.
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1 Introduction

Lung cancer is the leading cause of cancer-related deaths all around the world. One
of the important steps in detecting early stage cancer is to find out whether there are
any pulmonary nodules in the lungs which may grow to a tumor in recent future. This
work aims to determine the likelihood of a given CT scan of lungs to be cancerous. In
a nutshell, we employ deep residual networks to extract features from preprocessed
images which are fed to classifiers, the predictions of which are ensembled for the
final output. We explain in this paper the proposed methodology, evaluation, and
results using the LIDC-IDRI dataset.

Rest of the paper is organized as follows. Earlier studies on lung cancer detection
have been delineated in Sect. 2. Section 3 explains the dataset used. We explain the
various background techniques employed in Sect. 4. Section 5 elaborates on the pro-
posed methodology, preprocessing steps, feature extraction, and classification. The
results are further described in Sect. 6. We conclude with future directions in Sect. 7.
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2 Related Work

Lung cancer detection has earlier been studied using image processing techniques
[1–3]. With the advent of neural networks and deep learning techniques, these have
recently been used in the medical imaging domain [4–6]. Various researchers [7–12]
have tried to classify, detect lung cancer usingmachine learning and neural networks.
Not many deep learning techniques have been applied to detect lung cancer. This
is because of the lack of a large dataset for medical images especially lung cancer.
Shimizu et al. [13] use urine samples to detect lung cancer.

The technique proposed byHua et al. [14] simplifies the image analysis pipeline of
conventional computer-aided diagnosis of lung cancer. Sun et al. [15] experimented
using convolutional neural networks (CNN), deep belief networks (DBNs), and stat
denoising autoencoder (SDAE) on Lung Image Database Consortium image collec-
tion (LIDC-IDRI) [16]. Their accuracies were 79%, 81%, and 79%, respectively.

TheNational LungScreeningTrial (NLST), a randomized control trial in theUSA,
including more than 50,000 high-risk subjects, showed that lung cancer screening
using annual low-dose computed tomography (CT) reduces lung cancer mortality by
20% in comparison to annual screening with chest radiography [23].

In 2013, the US Preventive Services Task Force (USPSTF) has given low-dose
CT screening a grade B recommendation for high-risk individuals [24], and in early
2015, the US Centers for Medicare and Medicaid Services (CMS) has approved CT
lung cancer screening for Medicare recipients [25].

The recent challenge launched “LUNA16” [26] aims to predict the position of
nodule in the given lung region. Zatloukal et al. [27] present a study of localization
of non-small lung cancer cell with chemotherapy techniques. Zhou et al. [27] present
a cancer cell identification technique based on neural network ensembles.

3 Dataset

The Lung Image Database Consortium image collection (LIDC-IDRI) [16] contains
diagnostic and lung cancer screening thoracic computed tomography (CT) scanswith
marked-up annotated lesions. It consists of more than thousand scans from high-risk
patients in the DICOM image format. Each scan contains a series of images with
multiple axial slices of the chest cavity. Each scan has a variable number of 2D slices,
which can vary based on the machine taking the scan and patient. The DICOM files
have a header that contains the details about the patient id, as well as other scan
parameters such as the slice thickness. The images are of size (z, 512, 512), where z
is the number of slices in the CT scan and varies depending on the resolution of the
scanner.
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4 Background of Technology Used

4.1 Deep Residual Networks

Deep residual networks [17] have emerged as a family of extremely deep architec-
tures showing compelling accuracy and nice convergence behaviors. Deep residual
networks (ResNets) consist of many stacked “Residual Units.” The central idea of
ResNets is to learn the additive residual function F with respect to h(xl), with a key
choice of using an identity mapping

h(xl) ! xl. (1)

Each subsequent layer in a deep neural network is only responsible for, in effect,
fine tuning the output from a previous layer by just adding a learned “residual” to the
input. This differs from amore traditional approach where each layer had to generate
the whole desired output (Fig. 1).

What’s happening is that the F(x)+x layer is adding in, element-wise, the input
to the F(x) layer. Here, F(x) is the residual.

4.2 XGBoost Regressor

Extreme Gradient Boosting [18] builds on the premise of “boosting” many weak
predictive models into a strong one, in the form of ensemble of weak models well
known as Gradient Tree Boosting [19]. There are many gradient tree boosting algo-
rithms, but specifically XGBoost uses the second-order method by Friedman et al.
[20, 21] and employs a more regularized model formalization to control over-fitting,
which gives it better performance.

Fig. 1 Residual learning: a
building block
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4.3 Random Forest Classifier

It is a meta-estimator [22] based on subsampling over many decision trees which
controls over-fittingwell. The basis of random forest is that randomization overmany
decision trees can improve the accuracy of the overall classification by boosting the
selection rates of features that contributemore toward the classification amongothers.

5 Proposed Methodology

In a nutshell, we preprocess the CT scan images which are in the DICOM image
format to extract the central region of interest of the lungs, which is more likely to
have pulmonary nodule. Features are extracted using deep residual networks that
are fed into classifiers for supervised learning. For the final output, we ensemble the
predictions of various classifiers.

5.1 Preprocessing

The preprocessing step consists of a series of applications of region growing and
morphological operations. It identifies and separates the lung structures and nodules
to aid the feature extraction. Segmenting lungs from the CT scan aims to identify
distinguishing features to aid the classifier and classify the candidates better. This is
also important because the CT scan is too huge to be fed into the classifier directly.
It will take a lot of time for the classifier to identify differentiating featured from the
huge DICOM images.

The segmentationof lung structures is very challengingproblemprimarily because
there is no homogeneity in the lung region. There are similar densities in the pul-
monary structures, different scanners, and scanning protocols.

Lung segmentation is followed by normalization and zero centering.

5.2 Feature Extraction

We feed the preprocessed images to ResNet-50 imagenet11k+Places365 feature
extractor [17] (Fig. 2).
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Fig. 2 Visualizing preprocessed features

Fig. 3 % accuracy of
various approaches

5.3 Classification and Ensemble

The feature dataset created at the feature extraction stage is fed into a number of
classifiers like XGBoost and Random Forest. The results are outlined in Fig. 3. The
predictions are ensembled by vote for the final output. The hyperparameters for the
classifiers are determined using Grid Search, and the model is tested using 10-fold
cross-validation.

6 Results and Inferences

We compare our proposed methodologies in Fig. 3.
We are able to get an accuracy of 84% using an ensemble of UNet+RandomForest

and ResNet+XGBoost which individually have accuracies 74% and 76%, respec-
tively.
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7 Conclusion

In this paper, we propose an approach to lung cancer detection employing feature
extraction using deep residual networks. We compare performance of tree-based
classifiers like Random Forest and XGBoost. The highest accuracy we get is 84%
using ensemble of Random Forest and XGBoost classifier.
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